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Foreword

Airborne electromagnetic (AEM) systems have traditionally been used for
detecing anomalous conductors in the earth. But as intrpretation tediniques
improved, AEM systems have taken new roles in research.

This report describes an experimental evaluation of the concept of AEM.
A special-purpose inversion algorithm was developed for determining sawater
depths from AEM surveys, and the algorithm has proven itself to be fast,
efficient, and highly stable.

R. P. Onorati, Captain, USN
Commanding Officer, NORDA
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Executive summary

This report describes an experimental evaluation of the concept of airborne
SO electromagnetic bathymetry. The airborne electromagnetic data that forms

the basis of this project was contributed by Questor Surveys Ltd., Toronto,
Canada. It was acquired with the Mark VI INPUT system along a 17-mile-
long flight path off Cape Breton Island in the province of Nova Scotia. The
water depth beneath the flight path ranged from 0 to more than 40 m.

A special-purpose inversion algorithm was developed for automatically deter-
* mining seawater depths from the digital tapes that contain the flight data.

The algorithm has proven itself to be fast, efficient, and highly stable. Its
efficiency is best demonstrated by the low computing costs that, on a CDC
7600 computer, amount to about 5 cents/mile. Although the algorithm is
based on a one-dimensional model of the water-rock interface, it was able
to follow reasonably sharp sea-bottom topography. One of the main features

4 of the algorithm, however, is its relative insensitivity to aircraft altitude and
normal variations in the survey equipment configuration. This aspect is clearly
demonstrated by the consistency in the depths obtained from four different
data sets acquired at various elevations over the same flight path.

The average absolute error in the depth estimates derived from the elec-
tromagnetic data was about 2 m. As the discrepancies between the inter-
preted depths and the soundings shown on the coastal charts are not systematic,
it is most likely that they are related to the presence of electrically conduc-
tive bottom sediments. It also appears that the value of 4 siemens/meter taken
as the conductivity of sea water is essentially correct.
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Data analysis of airborne electromagnetic
bathymetry

Introduction electromagnetic system in bathymetry surveys was recently

Airborne electromagnetic (AEM) systems consist of a confirmed by Morrison and Becker (1982) in a report sub-

primary field source (transmitter) that produces a time- mitted to the Office of Naval Research. Their analysis of

dependent magnetic field and a detector (receiver) that conventional survey systems shows that the INPUT system

senses the secondary magnetic field produced by eddy cur- appears best suited to the task. Theoretically, it can resolve
rents induced in the earth. The first AEM system was a 40-m depth to better than 3% and a 60-m depth to about

developed 25 years ago in Canada for use in mineral ex- 15% when using an equivalent fundamental frequency

ploration. Since then a large variety of AEM systems have of 144 Hz. Better resolving power may be obtained by

been put into production, but most of these have now using the modified INPUT system, which operates at a

been abandoned for one reason or another. When the state fundamental frequency of 90 Hz (a transmitter on-time

of the art in this field was last reviewed (Becker, 1979), of 2 msec).

nearly a dozen different systems were available for com- The INPUT (Induced Pulse Transient) system was in-
mercial work. At present, this number has basically been vented over 20 years ago by A. R. Barringer (Barringer,

V reduced to two AEM systems: the time domain INPUT 1962) and has been modified a number of times since itsystem, which is used in about 70% of surveys worldwide, was first rendered operational. In its present configura-
and the towed rigid-boom helicopter frequency domain tion, INPUT uses a high-power, 2-msec pulse to induce

system, which accounts for an additional 25% of the work. transient eddy currents in the ground. The secondary
The remaining 5% of the surveys are done with special- magnetic field generated by the decaying eddy currents
purpose and experimental systems. is measured while the primary field is off by a receiver
AEM sstems have traditionally been used for detect- that is towed approximately 97 m behind and 67 m below

E sthe transmitter. Measuring the secondary fields in the
ing anomalous conductors in the earth. Recently, as more
quantitative interpretation techniques have evolved, some absence of strong primary fields, a major advantage of all
systems have also been used for mapping ground conduc- time domain methods, avoids electrical dynamic range
tivity. Dyck et al. (1974), and more recently Whitting problems and allows the use of a towed-bird receiver
(1983), used the towed-bird INPUT transient system for because a fair amount of receiver motion with respect to
mapping surficial sediment conductivity in Ontario. Fraser the aircraft will not cause any serious degeneration of signal
(1978) has described a helicopter EM system (Dighem) quality. The secondary field transient is sampled a number

used for making resistivity maps. Pitcher et al. (1980) us- of times after the cessation of the primary field (Fig. 1).

ed a three-frequency, fixed-wing system to map overburden Each sample is then fed to one of the six detector chan-

and delineate a lignite deposit. The INPUT studies are nels, and these are averaged over about I sec, or 180 repeti-

particularly relevant to the present investigation, since they tions of the primary pulse. The value of each channel is

demonstrate that accurate measurements of thickness and then displayed in parts per million of the peak primary

conductivity may be made for a highly conductive clay receiver voltage on an analog record as a function of

layer. distance along the flight path (Fig. 2).

Two more studies of interest to this investigation in-
cude one by Glenn et al. (1973). which demonstrates that Interpretation of offshore
secondary electromagnetic fields may be used to unique- INPUT data
ly determine the conductivity and thickness of a conduct-
ing surface layer, and one by DeMoully and Becker (1984), The huge amount of data collected in an AEM survey
\\ hich shows that INPUT data can be interpreted in terms makes classical inversion techniques expensive and imprac-
of a simplified geologic section. The interpretation tech- tical. Instead, we have developed a fast, automatic curve
niques used to determine geologic parameters from AEM fitting routine that analyzes offshore INPUT data by com-
data can easily be adapted for use in interpreting offshore paring it to theoretical results obtained for the INPUTsurveys. The feasibility of using a conventional airborne system over a simple two-layer model (Fig. 3). In generating
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this theoretical data, only two parameters of the model of channels 3 and 4 (Fig. 5). Using a combination of two
are varied; the seawater depth, D, and the height of the channels to normalize all six channels reduces the chance
system over the water, H. The conductivity of the water of contaminating the data.
is taken to be 4.0 siemens/meter (S/m), and the underly- In Figure 6, the six theoretical normalized channel
ing halfspace is assumed to be almost infinitely resistive amplitudes are displayed individually as six curves, and
with a conductivity of 0.0001 S/m. In practice, H is record- the variation of each channel's amplitude with the increas-
ed by an altimeter during the survey, and this informa- ing seawater depth is shown. Channels 3 and 4 are, of
tion may be used in the curve-fitting routine so that the course, distributed symmetrically around 1.0, since they
seawater depth, D, is the only variable that remains to have been normalized by their geometric mean, or rather,
be determined, by the average of their logarithms.

In constructing tables of theoretical data used by the
curve-fitting algorithm, transient decay curves are first a = Geometric Mean of Channels 3 and 4

computed for a variety of seawater depths and transmit- = yCh3)*Ch(4)
ter heights. Transients that would be measured by a system

flying 230 m above a layer of seawater 0.5, 10, 30, and log (Ch(3)) + log (Ch (4))
100 m deep are shown in Figure 4. Notice that the log a 2
amplitude of the transient, plotted logarithmically, is in
parts per million of the peak voltage measured at the
receiver while the primary field is on. The INPUT system Studying Figure 6 reveals that for each seawater depth
is designed to sample the decaying amplitude of transients the normalized transient may be described in terms of its
like these at the six times indicated on the horizontal axis. early time amplitude and the degree of symmetry of the

Modeling reveals that slight changes in the system's sfx normalized channels around 1.0. On this basis, the
altitude, up to about 10 m, raise or lower the amplitude following two sums may be regarded as two characteristic
of the whole transient without significantly changing its quantities that, when used together, uniquely relate the
shape. However, changing H by more than 10 m also six-channel INPUT data to seawater depth.
introduces noticeable changes in transient shape that ap-
pear in the INPUT data as changes in the relative
amplitudes of the six channels. Unless changes in aircraft SUM(1) = log ( Channel (i )

elevation are taken into account, these relative variations '= 1C(3)I*h(4)
in channel amplitudes could be mistakenly attributed to
changing seawater depth. Complete sets of theoretical decay 3
curves for 0.5-100 m of seawater are, therefore, generated Channel )
for varying transmitter heights at 15-m intervals within SUM(2) = log Chnel___)
the range of possible altitudes. The field data may then 1 \v/Ch(3) *Ch(4)
be fitted with the appropriate theoretical data based on
the corresponding altimeter information. Before fitting the SUM(1) is the sum of the logarithms of all the normal-
field data to the theoretical curves, however, P-y overall ized channel amplitudes and, therefore, characterizes the
shifts in the transient amplitude caused by s.aall altitude symmetry of the curves around 1.0. In Figure 5, SUM(])
fluctuations or by "bird swing" (slight changes in the = a + b + c + d + e + f SUM(2) is the sum of
relative positions of the transmitter and receiver) must the logarithms of channels 1-3 and characterizes the ear-
be removed. This removal may be done by dividing the ly time amplitude of the normalized transient. In Figure
amplitude of the transient at each time by its amplitude 5, SUM(2) = a + b + c. Figure 7 shows how SUM(1)
at a fixed reference time, which leaves the relative chan- and SUM(2) change as the seawater depth increases from
nel amplitudes unaltered. Since the INPUT system 0.5 to 100 m.
measures the transient at six times, one of these times Now, instead of looking for the best fit between six chan-
could be selected as the reference and all six channels could nels of real data and six channels of theoretical data, two
be normalized by the reference channel amplitude. This characteristic sums may be used to interpret offshore IN-
procedure, however, propagates the random noise of the PUT data. Additionally, since they depend on all six of
normalizing channel throughout the other five channels, the data channels, SUM(l) and SUM(2) are less sensitive
A better way to normalize the INPUT data is to divide to random noise than the channel amplitudes taken
each of the channels by the geometric mean amplitude individually.
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Field example at 12 km is the Lennox passage. The interpretation

The interpretation scheme developed in this investiga- algorithm returns depths of 60-100 m for this feature, while

tion was tested on 100 miles of offshore INPUT data col- the coastal charts put its maximum depth at 43 m. This

lected and made available to the University of California range of depths corresponds to a very short segment of

by Questor Surveys Ltd. of Toronto, Canada. All data was the curve in Figure 7, which supports the conclusions of

six flights along a single 17-mile-long line Morrison and Becker (1982) that the ability of the IN-
thcro eted d g oPUT system to resolve seawater depth is greatly reducedthat crosses the mouth of Lennox Passage near Cape

Breton Island in Nova Scotia, Canada. The line was flown when depths exceed about 40 m.

both east and west at altitudes of 550, 650, and 730 ft In Figure 10, the interpreted results of four of the flights

(170, 2(W, and 230 m) above sea level. Detailed bathymetry are displayed together on an expanded scale with the

along the line, which is centered at 4535N, 60'501W known bathymetry. Lines 13E and 14W were flown at

and runs N860 W, is available on Canadian Coastal Charts 230 m, and Lines 15E and 16W were flown at 200 )
#Z138 (:37500, #475 1:2,00), nd #279(1:0,00). above sea level (E and W designate the direction flown).

#4t308 (1:37,500), #4t275 (1:20,000), and #4279 (16,000). The other two data sets, collected at an altitude of 170

The data collected while flying east at an altitude of
m, were saturated on two to four channels in many places

approximately 230 m is displayed logarithmically in Figure due to very high secondary field amplitudes. While these
S. Notice that the six channels have been normalized by two data sets agreed with the other four in areas where
the geometric mean of channels 3 and 4. The western no channels were saturated, they are not displayed in
half of this record corresponds to the conventional IN- Figure 10.
PUT record shown in Figure 2, in which the channels The error between the interpreted depths from INPUT
are plotted linearly in parts per million and where the data and depths from coastal charts may be presented in
zero ppm level for each channel is offset 300 ppm from three ways. The average error (AE) for a line is the sum
that of the next channel. SUM(1) and SUM(2) are of all the errors, positive and negative, divided by the
displayed at two locations along the line, points A and number of points where the error may be calculated. The
B. to demonstrate their use in interpreting the data in average error should approach zero if the errors are ran-
terms of seawater depth. These two points are also plot- dom. The average absolute error (AAE) is the sum of the
ted on Figure 7, which is the appropriate interpretation absolute values of the errors divided by the number of
chart for both of these places based on the corresponding points. The root-mean-square error (RMS) is the square
altimeter record. This chart indicates that the seawater root of the sum of the errors squared divided by the
at points A and B is around 1.0 and 4.0 m deep, respec- number of points and is essentially the standard deviation
tivelv. In the table used by the computer algorithm to of the interpreted depths from the true depth.
interpret offshore INPUT data, the values of SUM(]) and
St TM(2) are stored for every 1-m increase in depth for N
seawater 3-0) I deep. For shallower water this increment 1
is reduced to (.2-0.5 m. and in deeper water it is pro- Average Error = N -- D Dk,,
gressively increased from 2 to 10 m. For each data point
along the flight line, the automatic interpretation algorithm N
calculates SUM.4(1) and SUM(2) from the six channels of A ve rage I
EM data, selects the correct table of theoretical data based Absolute = -i (Dierpree d - Dkn,,,)
on the aircraft altitude, goes to the correct region of the Error N i= e

table based on SUMOl) and SUM(2), and then compares
the two calculated sums to each of 15 theoretical pairs N
of sums within that region. The seawater depth correspond- r Root Mean 2r -

in, to the best fitting pair of theoretical sLIms is returned, [Square Error " (D (,,,,, Df,,u. I)
along with an estimate of how well the real data fit the
theoretical values. This prcess is accomplished quickly For the four lines shown in Figure 10 the following er-
and inexpensively, costing about $).05/mile ($0.05/105 rors were calculated.
data points) on a CI)C76(9) mainframe computer.

The results of this algorithm for the data set in Figure LI3E 1.111W LI5E 1.16W
8 are shown in Figure 9 where the interpreted depth pro- AE (m) 0.115 -0.271 0. ,27 O.(l
tile is plotted with the corresponding known depth points AAE (m) 2.322 2.)59 2.19 3 2.3MA
taken from the c(oastal charts. The deep. narrow feature RMS Error (m) 1.071 2.5)8 2.977 2.920

;.:-:.
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From this calculation it may be seen that while the er- duced in somewhat deeper wateris <D
rors are random rather than systematic, an interpreted de water is < D
value for seawater depth is likely to be in error by an where a(]) is the actual seawater conductivity, and D is
average of about 2 m or, alternatively, it probably falls
within 3 m (one standard deviation) of the true depth. thineptddph.Atewarbcosdeeteerror falls below this maximum as the seawater layer looks

less and less like a thin sheet that can be characterized
by its conductance. For example if a(1) varies from 4.0

Source of errors S/m by ± 0.1 S/m, no errors are introduced in the inter-

In addition to inescapable errors caused by random noise preted depths. For changes in a(1) of ± 0.2 S/m, depths
between 11 and 40 m will be in error by ±. 1 m and for

in the data, errors in interpreting seawater depths may betwen and 4 m will be and fo
be introduced by differences between reality and the changes in a(1) of ± 0.4 S/r, depths between 5 and 24
parameters of the simplified model shown in Figure 1. m will be in error by ± 1 m. and depths between 25 and
The most obvious difference is that the seawater, in reali- 45 m will be ± 2 m in error.
ty, is never an infinite layer of constant thickness. To model
it as three dimensional, though, would be prohibitively Changes in half-space conductivity
expensive; the goal of this investigation is to obtain suffi- Although the interpretation algorithm assumes a half-
ciently accurate results using an inexpensive, simple model space conductivity, a(2), of 0.0001 S/m (Q(2) = 10,000
with very few degrees of freedom. Fortunately, the highly Ulm), actual half-space conductivities up to 0.1 S/m (Q(2)
conductive seawater quickly attenuates the fields away from = 10 flm) introduce, at most, 1 m of error in the inter-
the transmitter so that lateral changes in seawater depth preted depth profile (Fig. 11). Places where the seawater
do not have a strong effect on the recorded transients. is around 10 m deep are most sensitive to the changes
The errors introduced by modeling a three-dimensional in (2) and will be in error by I m as soon as (2) is
seawater layer as one dimensional is not studied quan-
titatively in this investigation. Instead, the success achieved increased to 0.0005 S/i.
in mapping large gradients along the Cape Breton test
line is empirical evidence that these errors are not substan- Errors in transmitter altitude
tial. Of interest to this investigation, however, are the er- Because the data is normalized in a way that removes
rors that seawater or half-space conductivity changes would the overall amplitude information from the transient, er-
introduce and the effects of errors in transmitter altitude rors in the actual altitude of the transmitter introduce lit-
or transmitter-receiver configuration. While the errors in- tie or no error in the interpretation. If the altimeter were
troduced by additional fairly conductive layers (such as to record transmitter heights that were 10 m too high
seabottom sediments) are of definite interest, a concur- or too low when the aircraft was flying at 230 m above
rent study by Turnross et al. (1984) investigates this at the seawater, the inversion algorithm would interpret the
length. The general effects of intermediate layers will be seawater depth correctly. If the recorded height of the
discussed only briefly at the end of this section. transmitter was in error by 20 m, interpreted seawater

The errors caused by varying system parameters and depths between 5 and 12 m and from 24 to 25 m would
conductivities were studied by generating theoretical data be in error by a 1 m. If the recorded transmitter height
with parameters that differed from the model parameters was 30 m too high, interpreted depths from 2 to 13 mand then invertinghthedataewithtthedalgorithmmdevelopedm
and then inverting the data with the algorithm developed and from 21 to 27 m would be 1 m too high. If the record-in this investigation. ed transmitter height was 30 m too low, the interpreted

Changes in seawater conductivity depths from 2 to 9 m and from 21 to 27 m would be

Varying the seawater conductivity (a(1)) introduces, at I m too low, and depths between 10 and 14 m would
most, an error due to changing the conductance (Con- be 2 m too low. These errors are relatively insignificant,
ductivity * depth) of the seawater layer. For shallow sec- especially since it is unlikely that the altimeter informa-
tions in particular, small changes in a(]) do not have much tion could be wrong by 10 m, much less 30 m. However,
effect on the conductance. When the inversion algorithm it illustrates the insensitivity of this technique to small
interprets this data, it sets a(l) = 4.0 and adjusts the changes in transmitter height and confirms that this
depth to match the conductance. Very little, if any, error algorithm could not be used in areas of known seawater
is introduced in shallow depth estimates. The error intro- depth to check the altimeter data.

. .
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Errors in transmitter-receiver by it approach the half-space errors outlined in Figure 11.

configuration The point at which the layer ceases to be "thin" (introduc-

Because the receiver is towed behind the aircraft on ing an error that increases as its conductivity-thickness
AiRX) ft of cable, the actual position of the receiver depends product increases) and becomes "thick" (introducing pro-

on aircraft speed, wind, and turbulence. Changes in this gressively less error until it reaches the half-space error)

configuration, often called "bird swing," can cause in- is open to interpretation. The maximum thickness of a

terpretation errors. The algorithm developed in this in- "thin" layer is around 10% of the height of the transmit-

vestigation assumes that the bird (receiver) is 97 m behind ter above it. A rigorous study of the effect of intermediate
and 67 m below the aircraft, its approximate position when layers on the interpretation of offshore AEM data was

the plane is flying 110 knots. In this position, the receiver made by Turnross et al. (1984).
is 350 below a horizontal plane through the transmitter.
Modeling shows that over a reasonable range of bird swing,
errors introduced in the interpretation are entirely insignifi- Conclusions
cant. If the bird swings upward 50 (300 below the aircraft), U.e
the interpreted depth over 12 m of seawater will be 1 Using a simple two-layer model, interpreting offshore
m too low, and over 37 m of water will be 1 m too high. INPUT data in terms of seawater depth quickly, inexpen-

If the bird swings downward 50 (400 below the receiver), sively, and accurately is possible. A test case showed that

the interpreted depth over 12, 37, or 39 m of water will over 0-40 m of seawater, the average error between the
be 1 m too low. Only these isolated depths are sensitive interpreted depths and known depths recorded by tradi-to the effects of bird swing; other depths of seawater from tional bathymetric soundings is about 2 m. Sharp depth

.to effes wi bd sintherepts o te rgradients were resolved accurately, and independent in-
terpretations of data sets collected at different altitudes

and in different directions show excellent repeatability. The
Effect of intermediate layers inversion algorithm developed is very stable; it displays

A thin layer of intermediate conductivity between the low sensitivity to the effects of reasonable changes in
seawater layer and the half-space (representing, for exam- seawater conductivity, half-space conductivity, system
pie, seabottom sediments) tends to increase the conduct- altitude, and transmitter-receiver configuration. The stabili-
ance of the whole section above the half space, thereby ty of the algorithm and its ability to resolve lateral gra-
creating an apparent increase in the seawater depth. For dients, which clearly contradict the one-dimensional for-
example, 10 m of a conductive mud (a = 1.0 S/m) has ward model, may be attributed to the high conductivity
a conductance of 10.0 S. Interpreted as an equivalent layer of seawater. Eddy currents are easily induced in the saline
of seawater (a = 1i.0 S/m). the mud will simply look like water, generating strong localized secondary fields that
an additional 2.5 m of water. A thick layer of intermediate mask any other effects due to small variations in the real
conductivity introduces much less error than a thin layer, world. This suggests that the algorithm developed in this
as currents induced in it spread downward and farther paper cannot be used for determining the seawater salini-
,,way from the receiver. In the limit that the thick layer ty, the properties of bottom sediments, or the half-space
looks like a half-space to the system, the errors introduced conductivity.

p
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Figure 1. The transmitter waveform and corresponding receiver voltage for the INPUT system.
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m deep. The location of the six channels is shown on the
time axis.
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Figure 5. The transient measured 230 m above 0.5 m of
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and 4"labeled. of seawater. The channel amplitudes have been normalized

SUM(l) = a + b + c + d + e + f by the geometric mean of channels 3 and 4.
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Figure 7. The variation of SUM(l) and SUM(,2) as seawater
depth increases from 0.5 to 100 m.
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Figure 8 INPUT data from Nova Scotia, Canada.
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